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The orientation bandwidths of psychophysically defined channels of human vision were estimated by two techniques for a wide range of spatial and temporal frequencies. The first technique was an adaptation paradigm, where the subjects' ability to see patterns of various orientations was measured before and after adapting to a high contrast pattern. The second technique evaluated subjects' ability to discriminate between two gratings of different orientations in relation to their ability to detect the patterns. Bandwidths were unaffected by temporal frequency at high spatial frequencies but increased with temporal frequency at low spatial frequencies. Bandwidths increased modestly with decreasing spatial frequency at low temporal frequencies but more drastically at high temporal frequencies. Both techniques gave similar results except for patterns with very low spatial and high temporal frequencies. In this region the stimulus appears "spatial-frequency doubled" which may be used as a cue for the orientation discrimination task.
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INTRODUCTION

Most units in the striate cortex of both cat and monkey exhibit a preference for lines or gratings of a particular orientation (Hubel & Weisel, 1962, 1968). Thus the tilt of a stimulus, or its orientation, seems to be a fundamental property that the visual system extracts. The determination of orientation tuned units in the human visual system has been a major cornerstone of psychophysical research since the pioneering study of Campbell and Kulikowski (1966). Many studies employing such diverse techniques as masking (Campbell & Kulikowski, 1966; Phillips & Wilson, 1984), adaptation (Blakemore & Campbell, 1969; Blakemore & Nachmias, 1971) subthreshold summation (Kulikowski & King Smith, 1973), discrimination at threshold (Thomas & Gille, 1979) to name a few, have all agreed that the human visual system also contains mechanisms which are tuned for orientation. However, the specificity of these mechanisms (i.e. how wide the bandwidth is) and the effects of various parameters such as spatial and temporal frequency differs widely from one study to the next.

Campbell and Kulikowski (1966) superimposed gratings of 10 c/deg and found a maximum masking effect when the gratings were of the same orientation. This fell to half the masking value when the gratings differed by 12° (for vertical test patterns and 15° for oblique test patterns) giving a measure of the bandwidth (half-width at half-height) of the underlying orientation channels. Blakemore and Nachmias (1971) used an adaptation technique to estimate the bandwidth of orientation channels. They show that the threshold elevation is greatest when adapting and test patterns have the same orientation and estimate the bandwidth to be 7°. This figure was derived by the use of the equivalent contrast transformation (ECT). ECT relies on the notion that an aftereffect can be reduced by increasing the angle between the test pattern and the adapting pattern, or by decreasing the contrast of the adapting pattern. It is therefore possible to express one aftereffect in terms of the other, e.g. the difference in angle between test and adapting pattern which is equivalent to reducing the contrast of the adapting pattern by half. Movshon and Blakemore (1973) used the ECT calculation when measuring orientation bandwidths at various spatial frequencies. Although their raw data appear to show that bandwidths decrease at high spatial frequencies they demonstrate that the slope of the function relating adapting contrast to threshold elevation increases so that the ECT produces very similar estimates (∼ 7°) across a range of spatial frequencies (2.5–20 c/deg).

The result of Movshon and Blakemore (1973) appears at odds with more recent evidence. Phillips and Wilson (1984) and Anderson, Burr and Morrone (1991), using a masking paradigm, have shown a systematic shift in orientation bandwidths such that narrower bandwidths occur at higher spatial frequencies, similar to the "raw" data of Movshon and Blakemore (however, also see Dannemiller & Ver Hoeve, 1990). Given the importance of this information to efforts to model the visual system it is most important that this discrepancy be resolved.
A second point to note from the data of Phillips and Wilson (1984) is that orientation bandwidths were similar for both a “sustained” presentation (a stationary stimulus presented within a Gaussian time window) and a “transient” presentation (8 Hz square wave). This seems in direct conflict with the findings of two other studies. Sharpe and Tolhurst (1973) estimated orientation bandwidths, using adaptation and the ECT, for both stationary gratings and gratings which were temporally modulated at 5 Hz (modulation was achieved by either drifting the gratings or flashing them on and off). They found that the bandwidth increased from 7° to around 12° when the temporal modulation was added and suggest that this difference reflects the workings of two types of channel: “movement analysers and form analysers” (more commonly termed the transient and sustained mechanisms e.g. Legge, 1978). Kelly and Burbeck (1987) have further studied the orientation properties of the transient mechanism using an adaptation paradigm. They show that in the region most likely to be subserved by the transient mechanism (low spatial frequency, high temporal frequency) there is no orientation specific adaptation—implying that the mechanism which adapts is isotropic with respect to orientation.

These studies therefore appear contradictory, one suggesting no effect of temporal frequency (masking: Phillips & Wilson, 1984), one suggesting a relatively small effect (adaptation and ECT: Sharpe & Tolhurst, 1973) and others suggesting an extreme effect (adaptation: Kelly & Burbeck, 1987; for masking data see also Burbeck & Kelly, 1981).

Given the widespread disagreement about the effects of spatial and temporal frequency on orientation tuning I have attempted to estimate orientation tuning across a wide range of spatial and temporal frequencies. Two types of measurements have been made. First, bandwidths were estimated using an adaptation paradigm, where the threshold for seeing patterns of various orientations is compared before and after viewing a high contrast pattern of a particular orientation. This technique is presumed to proceed by activating channels closely tuned to the adapting orientation. These channels may either become fatigued by this activity, or cause inhibition of similarly tuned channels whose effects persist for some time after the adapting stimulus is removed. Either way they are desensitised for some period of time after the adapting pattern is removed. By measuring the spread of this desensitisation across orientation a measure of the bandwidth is obtained. The “bandwidth” estimated by this technique still needs some interpretation. For instance, is the bandwidth estimated at one adapting contrast the same as that estimated at another adapting contrast, and is it fair to compare a bandwidth measured at one spatial frequency with that of another measured at a different spatial frequency? One way of dealing with these problems was the introduction of the ECT (Blakemore & Nachmias, 1971). To recap, the ECT relies on the fact that (a) aftereffects reduce as the contrast of the adapting pattern is decreased and (b) aftereffects decrease as the difference (in the case of orientation tuning this would be the angle) between the test and adapting patterns increases. In other words the effect of halving the adapting contrast can be expressed in terms of the angle required to produce the same reduction in the effect. Hence if changing the contrast from 40 to 20% is equivalent to a difference in adapt and test of 10°, then changing the adapting contrast from 20 to 10% should also be equivalent to a change of 10°. This will be so if the function relating adapting contrast to threshold elevation has the same slope no matter what the difference in angle between the test and adapting patterns. If, however, these functions have different slopes then the angle needed to produce the equivalent change in adapting contrast from 40 to 20% will be different from that needed to produce the equivalent change from 20 to 10%. Therefore the measured orientation bandwidth will vary depending on the adapting contrast (for a quantitative model see Snowden, 1991). Under these conditions where the slope changes, Snowden (1991) has shown that the tuning curves measured at different adapting contrasts are merely scaled versions of one another and thus the bandwidth (measured by the standard deviation of the best fitting Gaussian) remains constant.

ECT was introduced as it seemed inappropriate to measure spatial frequency bandwidths at the same adapting contrast for different spatial frequencies. For some (medium) spatial frequencies this might be well above threshold contrast, whereas for others (particularly high spatial frequencies) this same contrast might be quite close to threshold. The “change of slope” model (Snowden, 1991) neatly sidesteps this problem as the bandwidths are predicted to be the same at all adapting contrasts, hence it is a convenient way to compare bandwidths across differing stimulus conditions. In this paper this principle is used to measure orientation bandwidths for a wide range of spatial and temporal frequencies.

The arguments presented in the previous paragraphs have focused upon whether the slope of the threshold elevation function is the same for all differences between adapting and test patterns, or whether it systematically becomes less steep as the angle between the test and adapting patterns increases. While this would seem to be easily resolved by an experiment, those who have tried have produced contradictory reports. In the domain of the specificity of spatial frequency adaptation Stromeyer, Klein and Sternheim (1977) and Swift and Smith (1982) produce data which strongly indicate that the slopes do not change, while Dealy and Tolhurst (1974) and Georgeson and Harris (1984) produce data which indicate an equally convincing change in slope. Likewise in the domain of orientation specific adaptation the data of Ross and Speed (1991) indicate no change in slope, while a systematic study by Snowden (1991) shows a change in slope. The reasons for these discrepancies is still far from clear (for a discussion see Georgeson & Harris, 1984). The data reported here all
stem from equipment, stimuli and techniques which are essentially the same as that which produced the data reported in Snowden (1991). In that study it was clearly shown that the slopes relating threshold elevation to adapting contrast reduced as the difference in angle between the test and adapting pattern increased. Thus, as explained above, bandwidths can be compared across spatial frequencies without any further transformations.

The second technique used to estimate bandwidth is that of discriminating the orientation of the test stimulus near its detection threshold. This technique rests on the notion that a stimulus at threshold activates only one channel. If stimuli are so similar that at threshold they will activate the same channel they will be indistinguishable at threshold, whereas if they are sufficiently different as to activate different channels at threshold they will be distinguishable. This technique therefore makes assumptions about channels being “labelled” as well as on the spacing of these channels (see Graham, 1989).

This paper therefore aims to chart the orientation bandwidth across the spatio-temporal domain using, and comparing, two quite different measurement techniques. I show that (a) orientation bandwidths are dependent upon both the spatial and temporal aspects of the stimuli (b) that the changes described in (a) are similar for both techniques except in the region of low spatial and high temporal frequencies.

**METHODS**

**Equipment**

Grating stimuli were generated using a VSG2/1 (Cambridge Research Systems) graphics board housed in a PC, and were displayed on a Joyce scope (P4 phosphor). The luminance values fed to the screen were gamma corrected so that the screen was linear up to 90% contrast. The screen was refreshed at 100 Hz in order to faithfully represent the highest temporal frequencies used in this study (24 Hz). The orientation of the pattern was achieved by rotating the coil within the Joyce scope via an analogue output under computer control. As it takes the coil a longer time to travel greater angles the screen was set to zero contrast for 200 msec while the coil rotated. This time allowed for complete rotation at even the greatest rotations (90°) before a new stimulus was presented. One problem encountered was that the rotation of the coil was audible to the subject and gave an approximate clue to how far the screen had rotated (though no clue as to which direction). This auditory cue could help a subject in looking for a specific orientation. Since the effect was present both before and after adaptation it should cancel out. For the discrimination task the noise may give an indication of how different the orientation is as compared to horizontal, but gives no clue as to the direction (clockwise or anti-clockwise) which is the decision the subject must take. The screen was covered by a white mask save for a circular aperture of 8 cm dia, which from the normal viewing distance of 114 cm subtended 4 deg. Subjects responses were collected by the computer via the “mouse” buttons. The data was then analysed off-line via software running on a Apple Macintosh computer.

**Stimuli**

Sinewave gratings were used throughout the study. The spatial frequency, temporal frequency (sinewave counterphase), contrast and orientation were all controlled by the computer. The mean luminance of all patterns was 200 cd/m². The gratings were presented within a circular aperture which subtended 4 deg for most stimuli. For the lowest spatial frequencies (0.2 and 0.3 c/deg) this would have meant that there would only be around 1 cycle of the grating. The results presented here were therefore gathered by viewing the same grating as for the 1 c/deg but altering the viewing distance appropriately (23 and 34 cm), and hence changing the field size (20 and 13.3 deg). All stimuli were ramped on and off (the ramp sections were of 200 msec duration and contrast increased and decreased linearly) to avoid temporal transients which could seriously affect the results. Thus a test pattern of “500 msec duration” was actually presented for 900 msec, with the pattern being at full contrast for 500 msec. A small mark was made in the centre of the screen to aid fixation.

**Subjects**

In total three subjects participated in these experiments, the author and two naive subjects, though not all subjects did all the conditions. All viewing was binocular with natural pupils. Subjects were two females (age 19 and 20) and the author (male age 27). All had normal acuity without correction.

**EXPERIMENT 1—ORIENTATION TUNING AS A FUNCTION OF SPATIAL AND TEMPORAL FREQUENCY MEASURED BY AN ADAPTATION PARADIGM**

**Method**

**Procedure.** Subjects viewed the horizontal adapting pattern for 40 sec and then went into a test–readapt cycle. The test pattern was viewed for 500 msec (900 msec total) and then the adapting pattern reappeared for 4000 msec (4400 msec total). The test pattern was coincident with a warning tone from the computer. The subject indicated whether the test pattern had been seen by pressing one of two buttons (yes/no decision). The contrast of the test pattern was varied from trial to trial according to a modified QUEST procedure (Watson & Pelli, 1983) designed to track contrast at which the subject reported seeing the pattern on 63.2% of trials. On any given block of trials typically six QUESTs were randomly interleaved. These six QUESTs corresponded to differences in orientation between the test and adapting patterns of 0, 15, 30, 45, 60 and 90°. Each QUEST was run until 32 trials had been completed. The contrast of the adapting pattern was 60%. In addition to this a baseline measure was also needed in order to judge the amount of adaptation. This
baseline was achieved by the same methods as above save that the adapting contrast was set to zero.

Analysis of results (adaptation experiments). The data relating probability "yes" was fitted by a Weibull function of the form:

\[ P = 1 - \exp\left\{-\frac{10 \cdot \beta}{20 \cdot (c_0/c_1)}\right\} \]  
(1)

(where \( P \) is the probability of a correct response, \( c_0 \) the test contrast, and \( \beta \) and \( c_1 \) the parameters governing the slope and position of the function respectively) via least squares regression. Both the slope and threshold parameters were free to vary. The difference between thresholds before and after adaptation was calculated (in dB) and this was then plotted as a function of the difference in orientation between adapting and testing patterns. The results followed those found by previous researchers (e.g. Blakemore & Nachmias, 1971) in that the amount of adaptation fell as the difference between test and adapting pattern increased. In order to quantify this rate of fall a Gaussian function of the form:

\[ \text{threshold elevation} = \eta \cdot \exp\left[-0.5 \cdot \left(\frac{\theta}{\sigma}\right)^2\right] \]  
(2)

(where \( \eta \) and \( \sigma \) are the height and standard deviation of the Gaussian, and \( \theta \) is the difference in angle between the test and adapting pattern) was fit to the data. The Gaussian was chosen because it does not depend upon assumptions about which points are to be used in the analysis, and is therefore very convenient. I found it to be a good fit to most of the data (average \( r = 0.97 \)) with a small but systematic underestimation of the data point at 0° difference. In other words it underestimates the "peakness" of the function. This was found right across the spatio-temporal range and thus has little effect upon the main points of this paper.

Results

Examples of the tuning curves for one subject can be seen in Fig. 1. The experimental data points were only collected for positive differences (clockwise) but these data points have been simply reflected to produce the whole tuning curve. Threshold elevation is the difference (in dB) between the adapted and unadapted thresholds.

The curves are the best fitting Gaussian functions to the data points. The tuning curve is most narrow for the case of 1 c/deg flickering at 4 Hz (open circles) and increased with a decrease in spatial frequency (solid circles) or an increase in temporal frequency (open squares). Data of this kind were gathered for a range of spatial and temporal frequencies and the standard deviation of the best-fitting Gaussian (hereafter termed the bandwidth) is plotted as a function of spatial frequency in Fig. 2, and as a function of temporal frequency in Fig. 3.

It is clear from the data plotted in Fig. 2 that spatial frequency does change the bandwidth such that the most narrow bandwidths (around 10°) occur at the highest spatial frequency employed (10 c/deg). It is also noticeable that the magnitude of the effect of spatial frequency upon orientation bandwidth is modulated by the temporal frequency, such that for relatively low temporal frequencies bandwidths increase to around 40° for a spatial frequency of 0.2 c/deg, whereas at a high temporal frequency this increase is much greater. This data is replotted in Fig. 3 to highlight the role of temporal frequency upon orientation bandwidth. At a high spatial frequency, temporal frequency appears to have little effect upon bandwidth. However, at lower spatial frequencies temporal frequency can be seen to have a progressively more pronounced affect. Thus patterns of very low spatial and high temporal frequency have a very large bandwidth (≈100°).

One possible problem with the interpretation of these results is that some of the data (the lowest spatial frequency for each observer) was gathered using a larger field size (so that at least 4 cycles of the stimulus were visible). It is therefore possible that a change in field size

\[ \text{FIGURE 1. The threshold elevation (difference between the threshold before and after adaptation) is plotted as a function of the difference in angle between the test and the adapting pattern. Data were collected for clockwise differences (positive values) but have simply been reflected to show the full curve. The open circles are for a pattern of 1 c/deg flickering at } 4 \text{ Hz, the solid circles are for } 0.3 \text{ c/deg, } 4 \text{ Hz and the open squares for } 1 \text{ c/deg, } 24 \text{ Hz. The curves represent the best fitting Gaussian functions.} \]  

\[ \text{FIGURE 2. The standard deviation of the best fitting Gaussian (termed the bandwidth) is plotted as a function of spatial frequency for two observers JO and RS. Patterns were flickered at 0.5 Hz (solid circles), } 4 \text{ Hz (open circles) and } 24 \text{ Hz (crosses).} \]
FIGURE 3. As for Fig. 2 but as a function of temporal frequency. Stimuli had a spatial frequency of 10 c/deg (crosses), 3 c/deg (squares), 1 c/deg (open circles), 0.3 c/deg (solid circles—JO) or 0.2 c/deg (solid circles—RS).

measuring the extent to which an activated channel inhibits other channels, rather than a measure of the excitatory properties of the channel itself (Dealy & Tolhurst, 1974; Georgeson & Harris, 1984; Snowden, 1991). It is therefore of interest to use a second technique to measure bandwidths in order to compare the results of experiments which have quite different assumptions about the underlying mechanisms.

EXPERIMENT 2—ORIENTATION TUNING AS A FUNCTION OF SPATIAL AND TEMPORAL FREQUENCY MEASURED BY A THRESHOLD DISCRIMINATION PARADIGM

Introduction
The technique of discrimination at threshold has often been used to measure the properties of visual channels (e.g. Nachmias & Weber, 1975; Thomas & Gille, 1979; Watson & Robson, 1981). If a stimulus excites a channel and that channel has a label then the subject should be able to discriminate it from a stimulus which is also just detectable but stimulates a different channel. Therefore if the stimuli to be discriminated both stimulate the same channel at threshold they will be indistinguishable, whereas if they excite different channels they will be distinguishable. By measuring the difference in orientation required to discriminate two patterns at their detection threshold, a measure of the bandwidth of the channel may be obtained.

Methods
Procedure. The procedure was essentially similar to that employed in previous experiments (e.g. Watson & Robson, 1981). In each trial two intervals were defined by tones from the computer. In one of these intervals (randomly chosen) a grating was presented for 500 msec (900 msec total) and the intervals were separated by a further 250 msec. The grating presented on any trial within a block of trials could only be one of two possible orientations (e.g. either tilted 10° anticlockwise from the horizontal or 10° clockwise from the horizontal—which will be referred to as a difference of 20°). Subjects then made 2 * 2 forced choice. Their first button press indicated in which of the two intervals they had seen the grating (i.e. first or second), and their second button press indicated which way the grating had been tilted (anticlockwise/clockwise). In control experiments (see below) the order of this decision was reversed. The depression of a button was also accompanied by a tone to signal to the subject that a response had been recorded. Subjects were given a brief practice on the task before data collection was attempted. It was found that subjects were able to perform this task with ease when the orientations were quite different.

The method of constant stimuli was used to determine the contrast of the test pattern. After initial pilot studies six contrasts were chosen which would span detection threshold. These contrasts were typically 2 dB apart and were presented 32 times each in a random order. After off-line analysis (see below) the difference between...
FIGURE 4. In the upper panel the amount of threshold elevation is plotted as a function of the difference in orientation between the test and adapting pattern. The different symbols refer to different field sizes (open circles 2°, solid circles 4°, crosses 20°). The apparent lack of the effect of field size is illustrated in the lower right panel where the standard deviation of the best fitting Gaussian is plotted for each field size. The lower left panel plots the thresholds for a vertical test pattern before adaptation for each field size. This data suggests that increasing field size increases sensitivity but does not change bandwidth. All data is for subject RS.

detection and discrimination thresholds was noted and this was used to guide the orientation difference to be tested in the next block of trials for this particular spatio-temporal condition. The order in which each spatio-temporal pair was tested was picked by eye according to my perceived needs. Initially all conditions were tested with a difference of 10°. Some points which fell near to the 1 dB difference line (see below) were repeated as these are the most important points in the subsequent analysis.

Analysis of results. The probability of a correct response was plotted as a function of contrast for each spatio-temporal condition and orientation difference for both the detection judgment and the discrimination judgment. Weibull functions [equation (1)] were also fitted to this data (with a correction for guessing). In previous research using this paradigm (e.g. Watson & Robson, 1981) the slope of the function was constrained to be 3.5. However, using a slope of 3.5, produced functions which were too shallow for the present data. Therefore initially both the slope and threshold parameters were free to vary. When this was completed the median slope parameter was calculated for each subject individually (slopes: RS = 4.5, JO = 5.0). The data were refitted using these slope parameters and allowing only the threshold to vary. In reality the differences produced by this technique and allowing the slope parameter to be free were found to be negligible.

Results

Figure 5 plots the probability of a correct response on the detection task (open symbols) and the discrimination task (solid symbols) for four strategic points within the spatio-temporal domain when the patterns to be discriminated were separated by 10°. Examination of this figure shows that the discrimination thresholds fall very close to the detection threshold for the high spatial, low temporal frequency condition and the difference between these thresholds increases with increasing temporal frequency or decreasing spatial frequency.

One possible problem with this technique is that the detection decision was made prior to the dissemination decision. If there were some difference in response latency between the various spatio-temporal conditions then the orientation discrimination decision could occur at a later time for the longer response latency. While short-term memory for orientation judgments appears to be remarkably robust (Magnussen, Greenlee, Asplund & Dyrnes, 1991) a check on possible artifacts was conducted by repeating the conditions described in Fig. 5, except that the orientation judgment was now performed before the detection judgment. The difference between the identification and detection thresholds is plotted in Fig. 6 along with that from Fig. 5. As can be seen this manipulation had little or no systematic effect on these measurements.
The difference between the detection and discrimination thresholds (using the standard technique of detection judgment first) is plotted as a function of the difference in orientation between the patterns in Fig. 7. The results show that increasing the angle between the patterns decreases the difference in thresholds, and the rate at which this occurs is not constant across the spatio-temporal domain. Increasing temporal, or decreasing spatial frequency both have the effect of making the difference in orientation needed to produce a set threshold difference (e.g. 1 dB) larger. These data are in agreement with the data produced from the adaptation technique that the underlying bandwidths for orientation are increased with decreasing spatial frequency, or with increasing temporal frequency.

Discussion

The results using the discrimination at threshold paradigm appear in broad agreement with those from the adaptation technique. In order to have a simple measure of bandwidth from the detection/discrimination paradigm the point at which the ratio of the thresholds crosses 1 dB was taken (for a discussion of this point see Watson & Robson, 1981). These data are plotted in Fig. 8. By comparing this figure with the data of Figs 2 and 3 (observer JO) it can be seen that the overall trends in the data are similar. The major difference between the results obtained with the two techniques is for patterns of a high "velocity" (those of low spatial and high temporal frequency). In this region the bandwidth obtained by discrimination at threshold is substantially lower than that obtained by adaptation. This is probably due to "spatial-frequency doubling" (Kelly, 1966, 1981). In this spatio-temporal region there is an illusory appearance of a stationary grating at twice the spatial frequency of the actual grating. As this illusory grating has spatial and temporal properties which are conducive to smaller bandwidths than the actual grating (i.e. a zero temporal frequency and a higher spatial frequency) it might well be a better cue to the orientation of the stimulus than the actual grating despite its lower contrast characteristics (Kelly, 1981). Subjectively, I felt I was able to utilise this cue. A similar argument might be levelled at the adaptation results, however, Thompson and Murphy (1980) have shown that there is no contrast adaptation to the illusory grating, hence it should not contaminate the adaptation results. This demonstrates the value of comparing two techniques as
an adaptation paradigm and the ECT. Their adapting stimulus was stationary whilst the test stimulus was stationary but was turned on and off at 1.5 Hz. Their raw data is similar to that found here in showing narrower bandwidths at the higher spatial frequencies. However, they show that the function relating threshold elevation to adapting contrast was much steeper at the higher spatial frequencies and hence the ECT gave similar bandwidths.

The results of two masking studies (Anderson et al., 1991; Phillips & Wilson, 1984) appear to be in reasonable accord with the present estimates. Phillips and Wilson (1984) find a bandwidth of around 30° at 0.5 c/deg which decreases to around 15° at 10 c/deg (for both stationary and flickering patterns). Anderson et al. (1991) obtain bandwidths of around 50° at 0.1 c/deg which reduce to round 30° at 10 c/deg for patterns which were drifted at 8 Hz. The results of Anderson et al., whilst being in broad agreement that increasing spatial frequency results in smaller bandwidths, seem to be much larger at high spatial frequencies than either the present results and those of Phillips and Wilson (1984).

The weight of the evidence therefore appears to be that orientation bandwidths decrease with increasing spatial frequency. A popular current notion is that the slope of orientation channels (which are steeper for narrow bandwidths) governs orientation discrimination. Thus discrimination thresholds should be smaller at

**GENERAL DISCUSSION**

The present results indicate that both spatial and temporal frequency affect the orientation bandwidth, such that decreasing spatial or increasing temporal frequency increases the bandwidth. From this pattern of results it is clear that the narrowest bandwidth occurs for slowly moving stimuli, and the widest for quickly moving stimuli. As mentioned in the Introduction, other studies have not found this pattern of results. This discussion will therefore focus on these studies and suggest possible reasons for these discrepancies.

*The role of spatial frequency*

Movshon and Blakemore (1973) measured the orientation bandwidth as a function of spatial frequency using often the assumptions behind each technique are quite different.

**FIGURE 7.** The difference in threshold between detection and discrimination is plotted as a function of the difference in orientation between the patterns. The temporal frequency of the pattern is represented by the symbols (triangle, 0.5 Hz; circle, 4 Hz; square, 24 Hz). The upper panel is for a spatial frequency of 10 c/deg, the middle panel 1 c/deg and the lower panel 0.3 c/deg. The solid line represents the 1 dB difference level (see Fig. 8). Data is for subject JO.

**FIGURE 8.** The point at the functions in Fig. 5 cross the 1 dB difference level is plotted as a function of spatial frequency (upper panel) and temporal frequency (lower panel) for subject JO. Conventions are as in Figs 2 and 3.
higher spatial frequencies. Such a result has been recently reported (Burr & Wijesundra, 1991).

**The role of temporal frequency**

Previous studies of the role of temporal frequency on orientation tuning have reported rather mixed results. Sharpe and Tolhurst (1973), using an adaptation paradigm and the ECT, find that bandwidths approximately double for all spatial frequencies (1–6 c/deg) when comparing 5 Hz with 0 Hz. Phillips and Wilson (1984), however, report no difference between bandwidths when measured under sustained and transient (8 Hz) conditions at any spatial frequency (0.5–12 c/deg) using their masking paradigm. Neither of these results fits easily into the pattern reported here. Anderson et al. (1991) also measured orientation bandwidths for a stationary pattern of 3 c/deg and found a bandwidth of around 15°. Although they do not present measurements using a moving stimuli at this spatial frequency, all their data using moving stimuli have much larger bandwidths. Thus it appears from this very limited data set that the introduction of temporal modulation serves to increase the bandwidth of orientation tuning, and is therefore in qualitative agreement with the present data.

Kelly and Burbeck (1987) have shown at very high “velocities” (i.e. high temporal, low spatial frequencies) orientation bandwidths are very broad—indeed there is no orientation tuning at the most extreme velocities. Their basic paradigm was to look at the effect of adapting to patterns which were orthogonal to the test grating (essentially the same as the 90° points of Fig. 1). The amount of adapting expected at this point is, of course, related to the bandwidth of the underlying channels. The results of Kelly and Burbeck show that the amount of elevation increases with temporal frequency (and decreases with spatial frequency). These results are therefore in complete accord with the present results in showing that increases in temporal frequency increase the orientation bandwidth (especially at low spatial frequencies). Burbeck and Kelly (1981) present similar results using a masking paradigm. If increasing orientation bandwidth leads to decreasing orientation discrimination (see above and Burr & Wijesundra, 1991) then increasing temporal frequency should also lead to poorer orientation discrimination when using low spatial frequencies. However, it is in precisely this region that the “spatial frequency doubling” occurs (Kelly, 1966) and the appearance of this illusory grating can be used to perform the orientation task.

**Two temporal mechanisms?**

The data of Sharpe and Tolhurst (1973) have been interpreted in terms of two channels (sustained and transient) with different orientation tuning properties. The sustained and transient channels are thought to have different spatial properties (the sustained channel being more sensitive to higher spatial frequencies) and different temporal properties (the sustained being more sensitive to lower temporal frequencies)—see Kulikowski and Tolhurst (1973), Legge (1978) and Hess and Snowden (1992) amongst others. However, the notion that adaptation techniques (or masking) would selectively adapt one of these channels seems unlikely. Any suprathreshold stimulus will be stimulating both of these channels and thus any aftereffects (or masking) would involve a composite of the aftereffects (masking) in each of the channels. To the extent that either channel dominates vision we might expect the orientation bandwidth to be more similar to that channel in pure isolation. If this is correct, it seems to imply that one mechanism, dominant for “fast” stimuli, has extremely broad orientation tuning, if any at all, whilst the other, dominant for “slow” stimuli, is narrowly tuned with a bandwidth of around 10°.

Some recent evidence has suggested that there may be a third temporal mechanism (Mandler & Makous, 1984; Hess & Plant, 1985; Hess & Snowden, 1992; though see Hammett & Smith, 1992). The evidence for a third channel is only present at high temporal and low spatial frequencies. Hence the spatiotemporal tuning properties of this third channel appear to mimic the point at which orientation bandwidths rapidly increase. The isotropic mechanism described by Kelly and Burbeck (1987) may therefore be this third channel, rather than the more commonly described transient channel. Clearly much work is needed to resolve these issues.

**Physiological evidence**

Whilst both orientation tuning and spatial frequency tuning have been investigated many times in visual neurons there is surprisingly little evidence as to how one affects the other. The work of De Valois, Yund and Hepler (1982) can be used to infer this relationship (see Phillips & Wilson, 1984). They find that the orientation bandwidth decreases for stimuli tuned to higher spatial frequencies, thus providing a possible physiological substrate to the present data. Within the striate cortex there is an orderly representation of spatial frequency (Tootell, Silverman, Hamilton, Switkes & De Valois, 1988, Silverman, Guroff, De Valois & Elfar, 1989). It has also been noted that cells tuned to low spatial frequencies occur mainly in the “blobs” (areas of high cytochrome-oxidase activity e.g. Horton, 1984). A second feature of these blobs is that the cells within them have little or no orientation tuning (Livingstone & Hubel, 1984). Putting these two lines of evidence together this suggests that within the blobs there are populations of non-orientation tuned cells with a preference for low spatial frequencies.

The temporal properties of cortical neurons is still very poorly understood. However, it seems likely that temporal modulation of a stimulus would favour activation of the magnocellular dominated stream (e.g. Schiller, Logothetis & Charles, 1990b show that lesions of the magnocellular division of the LGN severely impair the detection of flicker while similar lesions of the parvocellular division have little effect). There is little direct evidence of the orientation tuning properties of P and M stream driven cells, however, on a task which involved texture segregation by means of orientation.
differences Schiller, Logothetis and Charles (1996b) show P lesions to have a large detrimental effect whereas M lesions did not. This suggests that the P stream may carry more information concerning the orientation of the stimulus. Taken together the overall picture is that temporal modulation of a stimulus would favour the M stream which is more poorly tuned for orientation. Thus the present results are consistent with this idea.
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